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Deep learning represents a powerful set of techniques
for profiling side-channel analysis. However,
• Deep learning techniques commonly have a

plethora of hyperparameters to tune
• Top DL-based attack results can come with a high

price in preparing the attack.

When reaching a termination state, the algorithm
evaluates the performance of the generated neural
networks with a reward function.
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In this work, we propose to use reinforcement learning
to automate the tuning of the hyperparameters.
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The algorithm considers the task of using Q-Learning in
training an agent to sequentially choosing neural
network layers and their hyperparameters.
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